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Figure 1: A Capture Client user (left) actively scanning and reconstructing the environment, while an Editing Client user on a
desktop (middle) and a VR user (right) navigate and interact with the digital reconstruction.

ABSTRACT
Traditional scene authoring workflows that demand realistic 3D
environment scans often require a resource-intensive process in-
volving data capture, processing, and model editing before integra-
tion into a 3D scene, typically using various hardware and software.
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This paper presents demoConstruct, an open-source collaborative
platform that offers a unified 3D scene authoring environment. It
enables simultaneous (1) 3D reconstruction and integration into
a shared scene, (2) scene editing, and (3) VR exploration. During
the interactivity session, attendees will experience the seamless
capabilities of demoConstruct in collaborative capturing, editing,
and experiencing of a shared 3D scene. This hands-on experience
helps attendees explore innovative ways to leverage near real-time
3D reconstruction for advancing research in scene authoring, fos-
tering the creation of new workflows and enhancing collaborative
practices in the field.
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CCS CONCEPTS
• Human-centered computing→ Collaborative content cre-
ation; Computer supported cooperative work; • Applied com-
puting → Computer-aided design.
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1 INTRODUCTION
Collaborative scene authoring is a rapidly evolving field in Human-
Computer Interaction (HCI) research, exploring diverse ways mul-
tiple users can work together to create, modify, and interact with
3D environments in real-time [2, 3, 15, 18].

For generating digital assets and environments, 3D reconstruc-
tion offers a cost-effective and efficient approach to digitizing real-
world objects and scenes [4, 14]. In healthcare, this technology
enables the digitization of medical equipment for training [11],
while in the culinary industry, reconstructed dishes help diners
make informed choices [1]. Traditionally, faithfully recreating real-
world objects in digital form has required skilled artists, specialized
software, and high-end equipment. By automating this process, 3D
reconstruction offers a cost-effective and efficient alternative that
lowers these barriers.

Recent advancements have significantly improved the accuracy
and processing speed of 3D reconstruction technologies [8–10],
making real-time applications increasingly viable [17]. However,
practically accessing and utilizing these technologies in existing
scene authoring workflows remains challenging due to their com-
plexity, limited availability, and the technical expertise required.

The combination of collaborative scene authoring and 3D recon-
struction is an emerging area with the potential to revolutionize
how digital environments are created and modified [12, 16, 19, 20].
Yet, despite the growing body of research, to the best of our knowl-
edge there is limited exploration on authoring environments that
exploit near real-time 3D reconstruction algorithms to enable si-
multaneous reconstruction, editing and exploration tasks.

This paper describes demoConstruct, an open-source platform
that enables accessible and collaborative scene authoring, powered
by progressive 3D reconstruction (Fig. 1). Designed to accommodate
both professionals and untrained users, the experience is delivered
through web and mobile interfaces that run on common consumer
devices. demoConstruct’s progressive 3D reconstruction approach
enables near real-time 3D reconstruction which supports simultane-
ous parallel operations across diverse user roles: (1) scene capturing
and digitization, (2) scene editing, and (3) scene exploration. The
version of demoConstruct presented in this interactivity builds
upon our prior work, which established the system architecture [5]

and showcased the technical features centered on progressive 3D
reconstruction [6].

This interactivity session will offer attendees a hands-on experi-
ence with demoConstruct’s collaborative features, allowing them
to engage with its individual components by taking on user roles.
Through direct interaction with demoConstruct, attendees will
have the opportunity to reflect on and discuss how near real-time
3D reconstruction can be integrated into scene authoring scenarios,
enabling novel workflows for their own use cases and projects.

2 DEMOCONSTRUCT SYSTEM
The demoConstruct system consists of two front-end clients: (1) the
Capture Client, a mobile application for capturing reconstruction
data, and (2) the Editing Client, a web-based application for editing
and exploring reconstructions. These clients are supported by a
back-end Edge Server, which handles data processing, 3D recon-
struction, file storage, and API services. The progressive 3D recon-
struction technique implemented in the Edge Server is adapted from
the RTAB-Map SLAM-based reconstruction method [10]. More de-
tails on the system architecture and 3D reconstruction process can
be found in our prior work [5, 6].

Both the Capture Client and Editing Client are designed for a
streamlined user experience, featuring simplified tools and inter-
faces that reduce initial setup and minimize the learning curve.
This approach ensures they are beginner-friendly, even for users
with little to no experience in 3D reconstruction or scene authoring.
Reconstructions generated by the Capture Client with the help of
the Edge Server are automatically made available in the Editing
Client, minimizing workflow friction for users, whether switching
applications or collaborating with others in real-time.

The Capture Client is a mobile front-end application designed
for consumer devices, enabling users to easily capture data for re-
construction, monitor the capture process, and view progressively
reconstructed models (Fig. 2). To ensure a smooth data capture
experience, spatial data is automatically saved every four seconds,
processed, packaged into a database file, and uploaded to the Edge
Server in the background, even as users continue capturing data.
Upon receiving the database file, the Edge Server processes the data
and generates a new incremental reconstruction version without
requiring user intervention. Additionally, the Capture Client pro-
vides real-time feedback mechanisms to guide user actions during
the capture process. An Augmented Reality (AR) overlay assists
users by highlighting uncaptured areas with a red translucent layer,
which disappears as those areas are captured. To help users assess
the quality of reconstructions, the Capture Client retrieves the latest
reconstruction version from the Edge Server, enabling immediate
feedback. Users can evaluate whether the captured data is suffi-
cient and if the reconstruction quality meets their requirements,
providing guidance for their subsequent capture actions.

The Editing Client is a web-based front-end application that runs
on any browser-supported device, such as desktop PCs or Virtual
Reality (VR) headsets, without requiring installation. The Editing
Client enables users to create shared scenes for exploring, inspect-
ing, or manipulating reconstructions to build digital environments.
Reconstructions are automatically scaled to real-world proportions,
eliminating the need for manual resizing or adjustments. Like the
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Figure 2: An image sequence showing the scanning process from the Capture Client’s perspective: (a) A user actively scanning an
environment using a LiDAR-equipped iPad, (b) The Capture Client UI before areas are captured, indicated by a red translucent
overlay, (c) The UI after the areas are scanned, where the red overlay disappears to indicate successful capture, and (d) An
intermediate 3D reconstruction on the Capture Client, reflecting the progress of the scan.

Capture Client, the Editing Client ensures reconstructions are con-
tinuously updated to their latest versions. This allows users to
begin working with initial coarse reconstructions and seamlessly
continue editing or exploring as finer versions become available.

The Editing Client supports multiple users interacting with the
same shared scene in real-time. Depending on their roles, users can
explore the reconstruction, collaboratively perform editing tasks,
or both. By leveraging the spatial affordances of 3D reconstructions
and a 3D workspace, users can perform tasks such as manipulat-
ing objects with transformation tools, adding metadata, overlaying
annotations, and measuring object dimensions using the measure-
ment tool (Fig. 3). These tasks, often challenging with static imagery,
are made more intuitive with demoConstruct. When paired with a
VR device, the Editing Client offers additional affordances through
immersive interfaces. Users can perform natural, physical actions,
such as using the measurement tool like a physical tape measure or
navigating the VR play space to gain a grounded, spatial perspec-
tive. This immersive functionality enhances the intuitiveness and
effectiveness of scene authoring and exploration workflows.

The Edge Server is the core back-end component of the demo-
Construct system, housing the Reconstruction Module and serving
as the central repository for storing capture data, 3D reconstructed
models, texture files, and other associated assets. It also manages
user data and shared scene information for both the Capture Client
and Editing Client. The Reconstruction Module processes database
files sent from the Capture Client to generate reconstructed models
and their corresponding texture files. demoConstruct employs a
coarse-to-fine approach for near real-time reconstruction, begin-
ning with the rapid generation of lower-quality coarse models from
the initial database files. As more capture data becomes available,
the system processes larger database files to produce higher-quality
fine reconstructions. This progressive approach allows for shorter
processing times, typically just a few seconds for initial coarse mod-
els, enabling users to quickly view, edit, or assess reconstruction
quality. As the capture process continues and additional data is
gathered, previously generated coarse models are incrementally

updated, giving users instant access to increasingly detailed and
higher-fidelity reconstructions.

3 INTERACTIVITY EXPERIENCE
This interactivity session provides attendees with the opportunity
to engage directly with demoConstruct, exploring how collabora-
tive scene authoring can be applied to real-world scenarios and
integrated into their own projects.

Participants will assume different roles and collaborate to cap-
ture, edit, and explore 3D scenes using demoConstruct’s various
clients (Fig. 1). Attendees will use the Capture Client to capture data
for reconstruction, the desktop Editing Client to edit and manipu-
late the reconstructed scene, and the VR Editing Client to explore
and inspect the scene in an immersive environment. Each partic-
ipant’s role will be determined based on their chosen device and
client.

• Scene Reconstructors (Capture Client users): Reconstruc-
tors focus on capturing data of objects and environments for
3D reconstruction. Using the Capture Client, they can start,
pause, and resume data capture as needed. Reconstructors
can view the latest version of the reconstruction and addi-
tional details about the capture process, such as the number
of reconstruction iterations completed.

• Scene Editors (desktop Editing Client users): Editors focus
on modifying and enhancing the shared scene. Using the
desktop Editing Client, they can place and reposition objects,
measure distances, and annotate areas within the progres-
sively reconstructed scene. These annotations can serve as
guidance for themselves or other users (e.g., other Recon-
structors and Inspectors) when placing additional objects or
reconstructions.

• Scene Inspectors (VR Editing Client users): Inspectors ex-
plore the shared progressively reconstructed scene in an
immersive VR environment. The VR Editing Client provides
the same tools as the desktop Editing Client but adapts them
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Figure 3: An Editing Client user on a desktop places an object in the shared scene (left), while a VR usermeasures the dimensions
of the door (right).

for VR interactions. Measuring is accomplished through in-
tuitive touch-and-select gestures, where users define a start-
ing point and extend to an endpoint to calculate distances.
Objects and markers can be placed and manipulated using
point-and-click gestures. Locomotion within the VR scene
is achieved through physical walking for a grounded expe-
rience, with teleportation as an alternative for navigating
larger areas.

By demonstrating collaboration among these three user roles,
each with distinct interaction modalities, demoConstruct highlights
how near real-time 3D reconstruction and real-time cooperative
workflows enable seamless collaborative 3D scene authoring. Tasks
can be performed in parallel, reducing reliance on the completion
of others’ activities and streamlining the overall workflow.

In time-sensitive real-world scenarios, such as emergency disas-
ter response situations, demoConstruct can function as a powerful
real-time spatial planning and analysis tool. For example, ground
rescue teams using the Capture Client can rapidly generate an initial
coarse reconstruction of the environment, which is progressively
updated in real time as the dynamic disaster scene evolves. Remote
responders using the desktop Editing Client can immediately lever-
age the reconstruction to formulate plans without waiting for the
extended time required to generate a fine reconstruction. At the
same time, planners in the command centre can use the VR Editing
Client to inspect the scene spatially in an immersive fashion and
simulate actions on the plans created, enabling better coordination
and faster decision-making.

In less urgent scenarios, demoConstruct can enhance processes
by fostering co-design and collaboration. For instance, in rehabil-
itation therapy, it could support innovative remote consultation
workflows. Caregivers could use the Capture Client to digitize a
patient’s living space, allowing remote therapists to review the con-
ditions using the desktop Editing Client. Therapists could annotate
the reconstruction or add objects to suggest modifications for im-
proving the patient’s living environment. Caregivers, in turn, could
use the VR Editing Client to collaborate with the therapist in real-
time, reviewing the suggested changes, proposing alternatives, or
experiencing the recommendations from the patient’s perspective,

for example, by simulating navigation using a Personal Mobility
Device (PMD).

4 CONCLUSION AND FUTUREWORK
This paper presents demoConstruct, an open-source platform for
collaborative 3D scene authoring that integrates near real-time 3D
reconstruction, scene editing, and VR exploration into a unified
environment. By enabling multiple users with different interaction
modalities to work in parallel on tasks such as data capture, scene
editing, and scene inspection, demoConstruct streamlines collabo-
rative workflows and enhances spatial understanding of real-world
environments. Through its progressive 3D reconstruction approach,
demoConstruct makes the process of scene authoring more acces-
sible, reducing technical barriers and enabling real-time updates of
digital content.

The hands-on interactivity session provides users with the op-
portunity to engage directly with demoConstruct’s core features,
experiencing firsthand how near real-time 3D reconstruction can
enhance collaborative scene authoring processes. Through this ses-
sion, attendees gain valuable insights into the platform’s potential
applications, demonstrating how demoConstruct can transform
workflows across multiple industries, including disaster response
and rehabilitation therapy.

Future work in development will focus on enhancing both the
accessibility and performance of demoConstruct. This includes ex-
ploring more efficient methods for real-time 3D reconstruction
to achieve faster processing [7] and higher visual accuracy [13].
These efforts are primarily aimed at reducing technical barriers for
untrained users and improving the system’s scalability to accom-
modate larger, more complex environments.

Future work in evaluation will involve conducting user studies
to assess the experiential effects of dynamically updating virtual
environments enabled by near real-time 3D reconstruction. Specif-
ically, these studies include exploring ways to help users process
and act on evolving, partial spatial information. The insights gained
will inform future iterations of demoConstruct and contribute to
the development of more efficient, accessible tools for collaborative
3D scene authoring across various industries and applications.
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