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Abstract
Despite the growing prominence of Artificial Intelligence (AI) chat-
bots used in education, there remains a significant gap in our under-
standing of how interface design elements, particularly avatar repre-
sentations, influence learning experiences. This paper explores the
impact of different AI chatbot avatar representations on students’
learning experiences through a mixed-methods within-subjects
study, where participants interacted with three distinct types of AI
chatbot interfaces with a common large language model (LLM) over
a 14-week university course. Our findings reveal that preferences
vary according to factors such as learning habits and learning activ-
ities. Avatar design also exhibits affordances for specific prompting
behaviors, while the perceived human touch influenced learning
experiences in nuanced ways. Additionally, real-world relationships
with the individuals behind deepfakes influence these experiences.
These insights suggest that the thoughtful integration of diverse
avatar representations in AI chatbot systems for different learners
and settings can greatly enhance learning experiences.

CCS Concepts
• Human-centered computing → Interaction paradigms; Em-
pirical studies in interaction design.
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1 Introduction
From early conversational programs like ELIZA [50] to modern Ar-
tificial Intelligence (AI) chatbots powered by large language models
(LLMs) like ChatGPT [8], such systems havemade significant strides
in providing personalized learning experiences and on-demand as-
sistance to students. The integration of AI chatbots in educational
settings has shown promise in enhancing student engagement,
motivation, and learning outcomes [39].

Despite these advances, there remains a gap in understanding
how different interface design elements, specifically visual and
auditory representations of chatbot avatars, impact learning ex-
periences (Sec. 2). In research, prior work on text-based chatbots
showed mimicking human-like interactions may foster believability
and engagement [12], for example, through realistic human rep-
resentations [45] and synthetic non-human characters [35]. The
importance of agent design in enhancing learning is also empha-
sized in pedagogical agent (PA) literature [20, 25]. Meanwhile in
the industry, OpenAI has moved from text-only interfaces to the
recent GPT-4o model that focused strongly on interfacing with
users through natural human-like audio and visual cues on mo-
bile devices [33]. Conversely, research in conversational agents has
also highlighted that users often desire human-agent conversations
to be transactional and utilitarian [13]. Specific to learning, it is
also established that the “decision to include a PA in a computer-
supported learning environment is a non-trivial one” [25, p.308].
These varied perspectives highlight the need for deeper investiga-
tion into how avatar design — whether more human-like, fictional,
or purely functional — affects users’ learning experiences, particu-
larly in educational contexts. As the use of AI tools become more
prevalent in education, understanding how interface elements like
avatars influence experiences in learning can inform more effective
design strategies.
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Figure 1: The AI Tutor platform built for the study, with three distinct avatar representations shown in the selection screen
on top image: (A) regular text-based interface [NOAVATAR], (B) video-based real-time deepfake avatar [DEEPFAKE], and (C)
neutral non-human 3D character [MASCOT]. The respective interactive chat interfaces for (A1) NOAVATAR, (B1) DEEPFAKE,
and (C1) MASCOT are shown in the bottom image row. Referenced course documents can be directly accessed from any mode
(A2), opening to the specific locations within the document.

This paper hence aims to investigate how various visual and
auditory representations of avatars in chatbot AI tutors influence
students’ learning experiences. Specifically, we ask the following
research question:

How do different avatar representations in AI chat-
bot tutors impact student learning experiences, and
thereby influence AI chatbot interface design in a
typical university course?

We developed an AI Tutor platform with three distinct avatar
representations as shown in Fig.1. By studying how these different
interfaces affect learning in a real-world educational environment,
we aim to provide actionable insights into the design of more ef-
fective AI chatbot systems in education. The AI Tutor platform is
an actual tool used by all students in a design thinking course, and
serves as an instrument in our user study to explore the effects of
different chatbot interfaces on learning. By typical university course,
we refer to those that encompass both large lecture settings and
smaller, tutorial-style sessions, akin to the design thinking course
used in this study.

In summary, this paper contributes to (1) enhancing our un-
derstanding of the role of avatar representations in AI chatbots,
(2) providing insights into how these representations affect stu-
dent learning experiences, and (3) recommending opportunities for
interface design of educational AI chatbot systems.

2 Related Work
Research on pedagogical agents (PAs) has long highlighted the ben-
efits of virtual tutor agents in facilitating learning, though these
benefits are contingent upon effective design [20]. Early intelligent
tutoring systems (ITS) primarily focused on problem-solving sup-
port through computerized communication, while later systems
increasingly incorporatedmore human-like interactions [25]. Mean-
while, increasingly advanced AI chatbots are now widely used in
education to provide personalized learning and student support,
underscoring their transformative potential [39].

Prior work has highlighted how various technical aspects of AI
chatbots affect students’ experiences; however, there remains a gap
in understanding how interface design elements, particularly visual
and auditory representations, influence learning experiences. For
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instance, several systematic reviews [15, 24, 49] evaluated the role
of AI chatbots in education, identifying their effectiveness in time-
saving and improving pedagogy through a range of approaches
such as adaptive personalized learning and the use of Retrieval-
Augmented Generation (RAG) methods to alleviate hallucinations.
Although these studies provide valuable insights into the benefits
and technical needs of AI chatbots in various educational settings,
they do not unpack the specific interface design elements, such as
visual and auditory representations, that could enhance learning
experiences in general.

Recent studies have stressed the importance of user interaction
and interface design in maximizing the potential of AI chatbots.
Clark et al. [13] provided insights on how principles from human-
human conversations can inform human-agent interaction design,
but also emphasized the need to view chatbot interfaces as a dis-
tinct interaction genre requiring novel design considerations. Lo
and Hew [29] reviewed the integration of AI-based chatbots in
flipped learning, highlighting enhanced engagement and motiva-
tion but also noting significant shortcomings in current designs
to meet the specific needs of learning environments. El Azhari et
al.’s systematic review [16] highlighted the lack of breadth in edu-
cational chatbots’ knowledge bases and lack of smart interfaces to
understand users, such as speech understanding. Rapp et al. [36]
discussed how the concept of human-chatbot collaboration con-
cepts can guide strategies for effective chatbot interfaces via a study
conducted in a non-educational setting. While these studies consol-
idate key motivations for interface design in AI chatbots, they do
not thoroughly explore how different interface elements, such as
avatar representations, specifically influence learning experiences
in educational settings.

Visual representations, such as avatars, play a critical role in
creating a sense of presence and personal connection in conversa-
tional systems. A systematic review on PA personas highlighted
the importance of facial expressions and gestures [38] and it is
understood that these elements can convey complex meanings and
emotions [41]. An embodied agent provides visual affordances to
focus user attention and receive cues for interaction [10]. Prop-
erly designing avatars is a nuanced process that varies by context,
which is crucial for improving user experiences and mitigating
negative effects such as the uncanny valley effect [43] and cultural
biases [28, 51].

While extensive research has been conducted on PA design,
there remains an opportunity to further understand the impact of
visual and auditory elements in modern AI chatbots, particularly
those driven by LLMs, on learning experiences. Previous studies
on general PA design have explored various factors, including the
agent’s role [22, 27, 30], emotions [4, 38], and instructional strate-
gies [23, 52]. The importance of visual and auditory elements has
been established in PA design [19, 46], with early work examin-
ing demographic attributes [3, 53] and anthropomorphism [30, 42].
Although these studies provide valuable insights into the general
design of PA systems, LLM-driven AI chatbots possess distinct con-
versational capabilities and affordances beyond prior conversational
agent technologies. For example, LLM-driven AI chatbots can gen-
erate more contextually relevant responses and provide advanced
adaptive personalization capabilities, potentially influencing learner

expectations of the agent’s visual and auditory representations in
nuanced ways.

Existing research on modern AI chatbot avatars has primarily
focused on technical innovations and their specific effects on users,
rather than exploring the nuanced effects of different avatar rep-
resentations [1, 35, 48]. For example, Aneja et al. [1] developed a
synthetic human-like avatar with user-aware facial expressions and
lip-syncing, enhancing perceptions of empathy and believability.
Similarly, Qin et al. [35] built CharacterMeet, an LLM-based chatbot
with a customizable 3D avatar system to aid writers in character
creation, benefiting their creative process significantly. While these
studies inform the use of various chatbot technologies and their
effects on user experiences, they do not provide detailed knowledge
on the impact of different avatar representations on experiences,
especially for learning.

In conclusion, while modern AI chatbots hold great promise for
transforming educational practices, further research is essential
to understand the nuanced effects of avatar interface design on
learning experiences.

3 Method
We employed a mixed-methods within-subjects study design on
an AI Tutor platform with participants from a university course.
We anchored on reflexive thematic analysis (RTA) [6, 7], examining
individual interviews and open-ended post-interaction responses.
To address our exploratory research question (Sec. 1), RTA allows
us to identify experiential patterns through a nuanced, inductively-
oriented analysis of the data, guided by the first author’s posi-
tionality as the course coordinator. RTA allows us to emphasize
qualitative depth and contextual understanding, ensuring that our
findings were grounded in the participants’ rich experiences.

To investigate established experiential constructs, our approach
is supplemented by a quantitative analysis on self-reported ques-
tionnaires based on the Technology Acceptance Model (TAM) [14],
Situational Motivation Scale (SIMS) [18], and Basic Psychological
Needs Scale (BPNS) [40]. TAM assesses the perceived usefulness
and ease of use afforded by different avatar representations. SIMS
and BPNS illuminate the motivational factors, as prior work has
shown motivational effects linked to avatars in early PAs [2, 30].
SIMS explores the situational motivational dynamics across differ-
ent avatar representations, while BPNS evaluates how these avatars
satisfy core psychological needs.

3.1 The AI Tutor Platform
The AI Tutor was implemented as a web-based platform accessible
through major web browsers. Upon user login, there are three dis-
tinct tabs representing the three interface modes (Fig. 1) studied: (1)
a pure text-based interface named Mr Empathy (NOAVATAR); (2)
a chat interface driven by a video-based real-time human replica
of the course lecturer named Larry.exe (DEEPFAKE), and (3) a
chat interface driven by a non-human 3D character named CoDEy
(MASCOT). We studied these three modes as it enables us to begin
our exploration of LLM-driven chatbots at the “global design level”
as outlined in the Pedagogical Agents - Levels of Design (PALD)
framework [20, p.47]. We chose DEEPFAKE to replicate the course
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lecturer rather than a generic virtual human, as it provides opportu-
nities to elicit novel responses in two areas: (1) an agent resembling
a known human, generated by modern deepfake technology, and
(2) pre-existing relationships with the actual lecturer. This choice
also addresses a gap identified in prior research, which highlighted
human-like PA designs as the least evaluated [30].

NOAVATAR mimics modern LLM-driven chatbots like OpenAI’s
ChatGPT [32] or Google’s Gemini [17]. The interface is clean and
minimalistic, focusing on text-based interactions without additional
visual or auditory cues.

DEEPFAKE provides an audio-visual, human-like interaction
using an avatar voice and video replica of the human course lec-
turer (who is not in the authorship team). The dynamic replica
was generated using Heygen’s API [21], based on the lecturer’s
recorded video footage. The mouth, facial and gesture animation
were driven by the LLM-generated textual responses in real-time.
Additionally, the background image depicts a familiar lecture hall
at the actual university.

MASCOT provides an audio-visual interaction via a neutral,
custom-made non-human 3D character with a cute-sounding voice.
Its animations are similarly driven by the real-time LLM-generated
responses. The MASCOT mode features a 360 photograph of the
lecture hall as its background, enabling users to pan around the
synthetic 3D character, highlighting its artificial nature to differen-
tiate users’ experience to DEEPFAKE’s mimicry of a real-life con-
versation. Both DEEPFAKE and MASCOT provides text captions
alongside their audio responses to ensure clarity in communication.

Across all three modes, a chat history is maintained that includes
direct links to specific in-document locations of sourced course ma-
terials, allowing students to review and explore the content further.
All modes utilized the same state-of-the-art LLM API, OpenAI’s
developer API [34] with GPT-4o model [33], and a custom imple-
mentation of Retrieval-Augmented Generation (RAG) [26] to enable
the integration of course materials as contextual vector data.

3.2 Participants
Participants were students enrolled in a design thinking course
as part of their computer science-related degree at the Singapore
Institute of Technology (the host institution). The AI Tutor platform
was incorporated as part of the learning activities for all students in
the course. However, only students who provided informed consent
and completed all components of the study were included in the
data analysis for this paper. Initially, 45 participants volunteered at
the start of the study, but only 23 completed all research procedures
by the end of the study.

Of the 23 participants (17 males, 3 females, 3 preferred not to say;
age range 19 to 29, M = 25.29, SD = 2.14), 7 considered themselves
expert users, 13 were comfortable using AI chatbots for specific
tasks, and 3 mentioned they were still experimenting. Regarding
their primary use of AI chatbots, 10 participants used them mostly
for general information, 4 for brainstorming in school projects, 3 for
generating solutions for assignments, and the rest for other tasks.
Table 1 provides a breakdown of each participant’s demographics.

3.3 Procedure
As part of the course, students were allocated 15-30 minutes each
week after lectures to individually reflect on the week’s content
using the AI Tutor platform. In the first three weeks, each student
could only access the mode they were assigned to (NOAVATAR,
DEEPFAKE, or MASCOT). For the remainder of the course, students
had the freedom to use any of the three modes at any time. In the
last two weeks, they were also allocated time in tutorial classes to
consult the AI Tutor to critic their project deliverables.

For those who provided informed consent, a pre-survey was
administered, which included demographic questions and inquiries
about their prior experiences with chatbots and AI-driven tutoring
applications, as summarized in Sec. 3.2.

To avoid order effects, the order of the three modes was coun-
terbalanced for the first three weeks. After each session with an
assigned mode, participants completed a post-session survey that
included items from TAM, SIMS, and BPNS, with the item phrasing
contextualized for our study.

During the remaining weeks where participants could inter-
act with any mode, they were encouraged to provide experiential
open-ended feedback through a form link in the AI Tutor plat-
form. After the course ended, individual interviews (45-60 minutes)
were conducted to gather qualitative data on participants’ overall
experiences with the different modes of the AI Tutor platform.

To address adherence issues caused by the length of the study,
we contacted participants who had not completed any post-session
surveys to encourage them to do so. However, a significant number
did not respond to these follow-up requests, resulting in a final
sample size of 23 participants. These participants were compensated
with a gift card.

Institutional Review Board approval was obtained for this study
at the host institution.

3.4 Qualitative Data Analysis
In alignment with RTA, the first author conducted the primary anal-
ysis, allowing for a nuanced and in-depth interpretation of the data
based on the author’s intimate involvement in the course as the coor-
dinator and primary interviewer. This is consistent with the notion
that RTA “works especially well with a single researcher” [7]. RTA
was performed on a combined dataset of interview transcriptions
and open-ended post-interaction responses for each participant.

The first author, a computer science faculty at the host institution
who has coordinated this course for the past four years, conducted
the majority of the interviews (20 out of 23). The remaining inter-
views were conducted by the research team, with the first author
subsequently reviewing the recordings and transcripts. This pro-
cess greatly facilitated the first author’s initial immersion in the
data. All interviews were conducted after the completion of the
course, ensuring that information regarding participation during
the course was not disclosed to the first author. As the course coor-
dinator, the first author observed all learning activities but did not
participate in any assessment activities. Note that the first author
was not the lecturer behind DEEPFAKE, and the lecturer was not
involved in the interviews.

An interview guide was employed to ensure consistency across
interviews, focusing on participants’ overall experiences with the
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ID Gender Age Familiarity with
LLM chatbots

Most used task with
LLM chatbots

Ranking of AI Tutormodes after
course ended (rank 1 on left)

P1 Male 25 Comfortable General info MASCOT, DEEPFAKE, NOAVATAR
P2 Male 25 Experimenting General info NOAVATAR, DEEPFAKE, MASCOT
P3 Male 24 Expert Assignment solutions NOAVATAR, MASCOT, DEEPFAKE
P4 Male 26 Comfortable Proofreading DEEPFAKE, MASCOT, NOAVATAR
P5 Prefer not to say 24 Experimenting Assignment solutions DEEPFAKE, NOAVATAR, MASCOT
P10 Male 28 Comfortable General info NOAVATAR, DEEPFAKE, MASCOT
P15 Male 26 Comfortable Others MASCOT, NOAVATAR, DEEPFAKE
P21 Female 24 Comfortable Entertainment MASCOT, NOAVATAR, DEEPFAKE
P22 Male 24 Expert Brainstorming NOAVATAR, DEEPFAKE, MASCOT
P24 Male 25 Comfortable General info NOAVATAR, MASCOT, DEEPFAKE
P28 Male 29 Comfortable Assignment solutions DEEPFAKE, NOAVATAR, MASCOT
P29 Male 24 Comfortable General info DEEPFAKE, MASCOT, NOAVATAR
P30 Male 27 Comfortable General info NOAVATAR, MASCOT, DEEPFAKE
P31 Female 23 Comfortable Brainstorming MASCOT, DEEPFAKE, NOAVATAR
P33 Prefer not to say 19 Expert General info NOAVATAR, DEEPFAKE, MASCOT
P35 Male 25 Comfortable Others NOAVATAR, MASCOT, DEEPFAKE
P37 Male 24 Experimenting Proofreading NOAVATAR, MASCOT, DEEPFAKE
P38 Male 26 Expert General info DEEPFAKE, MASCOT, NOAVATAR
P40 Prefer not to say 25 Expert Brainstorming DEEPFAKE, MASCOT, NOAVATAR
P41 Male 27 Comfortable General info NOAVATAR, DEEPFAKE, MASCOT
P42 Male 27 Comfortable General info NOAVATAR, DEEPFAKE, MASCOT
P44 Female 24 Expert Brainstorming DEEPFAKE, NOAVATAR, MASCOT
P45 Male 29 Expert General info DEEPFAKE, NOAVATAR, MASCOT

Table 1: Summary of participant demographics and ranking of AI Tutor mode preferences after the 14-week course.

AI Tutor, their comparative perceptions of the avatar represen-
tations, and suggestions for improvement. This guide facilitated
systematic data collection while allowing for the development of
rich, contextual insights.

To enhance transparency and rigor, the first author maintained
a codebook to document the codes and themes. While the analysis
was primarily reflexive, having a codebook served as a structured
reference for ongoing theme development, and was used for review
by the second author, also a computer science faculty member at the
host institution, to ensure consistency and reliability. A reflexive
journal was also maintained to document the first author’s reflec-
tions and interpretations of the data, grounding the codes in the
data and the researcher’s reflexivity.

The codebook was updated and revised as additional interview
transcript became available, incorporating both the participants’
narratives and the researcher’s perspectives and experiences from
the reflexive journal. Individual codes were iteratively organized
into themes, and the names and descriptions of these themes were
continuously refined to ensure they accurately represented the
data. This approach allowed for a comprehensive and nuanced
understanding of the participants’ interactions with the AI Tutor,
while also accounting for the researcher’s positionality.

After the first author coded the complete data corpus guided by
the reflexive journal, the second author reviewed the initial codes
and themes. Subsequently, the research team engaged in discussions
to refine and validate the codes and themes in the codebook, thereby
enhancing the reliability of the analysis.

3.5 Quantitative Data Analysis
Despite the eventual sample size of 23 participants being smaller
than anticipated, we proceeded with the quantitative analysis to
provide a comprehensive picture of the study’s findings and to offer
preliminary quantitative insights.

The constructs from TAM, SIMS, and BPNS were aggregated
for analysis (Fig. 3). The constructs exhibited mixed normality as
assessed by the Shapiro-Wilk test but demonstrated homogeneity
of variance according to Levene’s test. Given the small sample size
and the mixed normality of the data, we utilized the non-parametric
Friedman Test to determine statistical significance in comparing
the construct scores across the three avatar representations.

In the interviews, participants were also asked to rank the three
avatar representations based on their preferences (Table 1). Given
that ranking data is ordinal, we utilized the Friedman Test to deter-
mine statistical significance.

4 Results
The results of our study are primarily anchored in rich qualitative
data, augmented by quantitative measures. Through the eventual
themes, we gain detailed insights into each participant’s experiences
and preferences, providing a comprehensive understanding of how
different avatar representations influence student experiences.

4.1 Avatar preferences vary among students
When asked to rank the three avatar representations based on their
preferences, participants’ responses varied widely (summarized in
Fig. 2 with detailed rankings in Table 1). There were no statistically
significant differences in rankings among the three AI Tutor modes
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Figure 2: Rankings of participant preferences for the three
AI Tutor modes.

(𝜒2 (2) = 2.43, 𝑝 > 0.05). This suggests that there is no clear single
preference for any of the three avatar representations, and further
studies may be needed to confirm this.

Usability and motivational scores, as measured by the TAM,
BPNS, and SIMS questionnaires, were generally high across all three
avatar representations (Fig. 3). The results indicated no statistically
significant differences across the three avatar representations for
any of the evaluated constructs: TAM-PU (𝜒2 (2) = 1.58, 𝑝 > 0.05),
TAM-PEOU (𝜒2 (2) = 0.34, 𝑝 > 0.05), SIMS-IM (𝜒2 (2) = 0.11, 𝑝 >

0.05), SIMS-IR (𝜒2 (2) = 2.03, 𝑝 > 0.05), SIMS-ER (𝜒2 (2) = 0.74, 𝑝 >

0.05), SIMS-AM (𝜒2 (2) = 4.08, 𝑝 > 0.05), BPNS-A (𝜒2 (2) = 2.84, 𝑝 >

0.05), BPNS-C (𝜒2 (2) = 2.16, 𝑝 > 0.05), and BPNS-R (𝜒2 (2) =

0.24, 𝑝 > 0.05). This suggests that the different representations did
not significantly influence perceived usefulness, ease of use, or the
various motivational constructs, though further investigation is
warranted. Consequently, individual participant preferences for
the avatars may not have been directly related to these specific
usability and motivational constructs.

However, thematic analysis of the qualitative data provided rich
insights into user preferences related to learning habits and activi-
ties.

When considering different learning activities, participants felt
that the activities influenced their preferences: “Mr Empathy [NOA-
VATAR], if I want to ask a quick question ... like in lectures or
in tutorial. I just like need an immediate answer to double check
something ...But I feel like for CoDEy [MASCOT] and Larry [DEEP-
FAKE] it’s more like when I’m self studying like, I would prefer
that UI when I’m self studying because it feels more inviting.” (P15)

Conversely, there were others who did not find that different
activities mattered: “Different learning activities... really don’t see
any strategies for choosing one (mode) over the other.“ (P41)

When considering learning habits however, there was common
consensus that they influenced avatar preferences: “Yes, so actually,
Mr. Empathy [NOAVATAR] suits more to my learning style, because
I want to see all the text.” (P45)

Figure 3: Mean aggregated construct scores from TAM (Per-
ceived Usefulness (PU), Perceived Ease of Use (PEOU)), SIMS
(Intrinsic Motivation (IM), Identified Regulation (IR), Exter-
nal Regulation (ER), Amotivation (AM)), and BPNS (Auton-
omy (A), Competence (C), Relatedness (R)) questionnaires.
The y-axis in each plot is truncated to begin at higher values
to enhance the visibility of comparisons.

Generally, participants who preferred NOAVATAR were more
task-oriented (Sec. 4.1.1), while those who preferred DEEPFAKE
and MASCOT were more engagement-oriented (Sec. 4.1.2).

4.1.1 Task-oriented learners prefer text-based interfaces. Partici-
pants who preferred NOAVATAR valued the simplicity and direct-
ness over the other modes: “Like you’re multitasking ... I think the
1st one [NOAVATAR] is way easier, like you get an answer straight,
you find keywords.” (P3)

Compared to the other modes, participants also appreciated
NOAVATAR’s faster, distraction-free responses: “Mr Empathy is
more straight-forward and less distracting to user and the latency
feels lower” (P35)

There were also specific efficiency concerns related to computer
resource usage: “They provide similar results but the other two
require more cpu/mem usage.” (P3)

These participants were also more inclined to provide feedback
on core features such as the text box sizes and keyboard shortcuts,
even when the conversation primarily focused on avatars: “Defi-
nitely one is the large text box for the input prompts ... then also
large response ... large box for text output.” (P41)

It also appears that participants whose learning habits heavily
relied on popular text-based chatbots tended to prefer NOAVATAR:
“Maybe I got used to ChatGPT already, so the text-based one is more
comfortable to me also.” (P33)

4.1.2 Engagement-oriented learners prefer avatar-based interfaces.
Participantswho favoredDEEPFAKE andMASCOT generally sought
features that provided them with a sense of engagement. Those
who preferred DEEPFAKE highlighted its realistic and relatable
human-like interactions: “It feels more personable because I am
talking to the AI version of the professor that is teaching me.” (P29)
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Participants who favored MASCOT were enticed by its high
interactivity: “If we see something cute, we are actually more en-
couraged to use it.” (P1)

Those who preferred having avatars also frequently highlighted
the lack of attraction to the NOAVATARmode: “Like I would feel less
inclined to use it since there’s nothing to look at while interacting
with it.” (P15)

The avatars (DEEPFAKE and MASCOT) were often seen as more
engaging, including participants who did not rank it as their top
preference: “I think engagement-wise. I would say the text-to-
speech [DEEPFAKE/MASCOT] is better. Yeah, like text one [NOA-
VATAR] is quite dry, like you have to read yourself.” (P24)

In addition, some participants who preferred NOAVATAR did
not totally object to the presence of avatars but thought they could
take a more secondary role: “It would be good if the chat logs and
history were in the center instead of the corner... As users will be
mainly interacting with and looking at it often instead of CoDEy
[MASCOT].” (P30)

4.2 Avatar design affords prompting behavior
and perceived response quality

Participants noted that the look-and-feel of the AI Tutor shaped
the questions they asked: “If I talk to the Larry.exe [DEEPFAKE],
maybe I won’t really go out of scope that much, because it feels
like they are talking to the Prof. So you might ask question more
related to the course itself. But for CoDEy [MASCOT], because of
the avatar, you feel like you can go more outside of the scope.” (P40)

The first author witnessed firsthand instances where participants
asked MASCOT to generate code snippets, likely influenced by
its name (“CoDEy”) and appearance. Interviews supported this,
as participants expressed how avatar attributes influenced their
prompts: “Mr. Empathy [NOAVATAR] is more for the social things.
Then Larry [DEEPFAKE] is more just for the module. And CoDEy
[MASCOT], I thought, he’s gonna write me some some computer
code.” (P45)

Interestingly, the avatar design also influenced the perceived
quality of the responses, even though the underlying LLM-based
system was the same. For instance, some felt that DEEPFAKE pro-
vided more accurate and reliable information for questions related
to course content: “Larry [DEEPFAKE] is able to understand ques-
tions better ... Only responses matter to me. Larry [DEEPFAKE]
gave the best response compared to the other two.” (P4)

While others instead thought higher of the NOAVATAR: “From
what I see, the Empathy [NOAVATAR] AI is able to provide more
structured answers compared to Larry.exe [DEEPFAKE].” (P2)

Comparing the avatar-based interfaces, DEEPFAKE was seen as
more capable of understanding complex questions, which led to
more in-depth discussions: “For this course, It’s Larry.exe [DEEP-
FAKE].Maybe some other course. These two [NOAVATAR/MASCOT]
will be better, because I don’t know how it’s trained more for each
model. I assume they are trained differently. (Participant enquires
about implementation details like model version, temperature, etc.)”
(P4)

On the other hand, the MASCOT was seen as fun and engaging,
but less reliable in providing accurate information: “When interact-
ing with Mr Empathy [NOAVATAR], I thought of asking it to help

me do trivial and more manual tasks such as generating flash cards
and asking it to come up with possible quiz questions. I think with
Larry.exe [DEEPFAKE], I didn’t think of it (those things).” (P42)

4.3 Influence of existing real-world
relationships on trust and engagement with
deepfakes

Unpacking the preferences for DEEPFAKE revealed a rich interplay
of factors that relate to the participants’ real-world relationships
with the course lecturer. An important observation was that fa-
miliarity with the person behind the deepfake could influence its
perceived trustworthiness: “Larry.exe [DEEPFAKE] feels more reli-
able because of the voice sounding like Prof. Larry ... but the other
one is like it doesn’t feel as trustworthy to me.” (P5)

The knowledge of the lecturer behind theDEEPFAKE also seemed
to affect the perceived capability of the AI Tutor: “Larry [DEEP-
FAKE] gave me the subconscious idea that I am talking to someone
capable.” (P44)

Participants mentioned they only chose the DEEPFAKE because
they knew the professor personally and liked his/her teaching style.
They indicated that if it was a professor they disliked, they would
not have chosen the DEEPFAKE: “If I would not like the Prof., I don’t
think I would use it to be honest ... Yeah, it’s quite, very personal.”
(P38)

Participants also noted the familiar teaching style provided by the
DEEPFAKE, which they found beneficial due to their relationship
with the course lecturer: “The way he [DEEPFAKE] voiced out
the answer also seemed very easy to digest because, when I listen
to Larry’s lecture, I have the idea that it’s easy to digest, easy to
understand. Then, when the bot delivers it the same way, it gives
me the same feeling.” (P44)

The consistency of the familiar teaching style was also high-
lighted as desirable, with participants finding it more effective when
consuming newly generated information: “We went on YouTube
to look for tutorial videos (that offer alternative explanations of
lecture content) and it turned out to be a bit hard to understand...
that’s where I feel that if it’s actually a Prof., our own [DEEPFAKE]
Prof. talking to us, it’ll be much better.” (P1)

At the same time the entertaining aspect to the DEEPFAKE
also seemed to draw users, i.e., the humor of having the lecturer
made into a chatbot. “They might find it interesting. Oh, I have my
professor on my tablet.” (P10)

4.4 Impact of human touch on interaction
expectations and learning experiences

Participants generally felt that interactions with human-like avatars
provided a better learning experience. Some mentioned that NOA-
VATAR lacked this human touch, describing interactions as feeling
like “talking to a wall” (P1).

Even those who preferred NOAVATAR (Sec. 4.1.1) found that
having some form of typing text animation improved the perceived
human touch compared to the immediate display of responses: “It
(the text response) just pops up, there isn’t like a visual effect ... it
just feels like a little bit out of nowhere.” (P37)

Others who mentioned similar sentiments about the text an-
imation suggested that the name “Mr Empathy” affords certain
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expectations that were not met by NOAVATAR: “It feels very sud-
den (the text appearing) like one shot everything. The name (Mr
Empathy [NOAVATAR]) doesn’t fit what it’s doing.” (P40)

Generally, when asked why human qualities like emotions are
important to learning, participants were unable to provide a clear
answer: “I’m sorry I can’t really explain this that well.” (P4)

However, they consistently mentioned that the human touch
made the learning experience more engaging and enjoyable: “Mr.
Empathy [NOAVATAR] definitely affected my engagement because
I feel a bit bored when interacting with it. But everytime with Larry
[DEEPFAKE] and CoDEy [MASCOT] it’s like a different kind of
engagement. Cause it’s interactive, they actually responds to me.
And I feel like I’m talking to someone instead of I’m talking to (a
bot).” (P1)

An interesting perception is how the NOAVATAR lacked human
touch, but it was actually what was preferred: “I feel like the emo-
tional aspect of acknowledging that this is a robot. It’s not a human
feels more natural to me.” (P41)

Related to affordance (Sec. 4.2), the recognition of human touch
also influenced the prompting behaviors. “Maybe it is because of
the human element, like you wouldn’t really ask your professor
to make flash cards for you or give you quiz questions. Maybe the
human element can prevent some types of questions being asked
from the user.” (P42)

4.5 Perceived benefits of tighter integration
with learning content and activities

Participants highly valued features allowing the AI Tutor to inte-
grate seamlessly with course materials, particularly through the
RAG system for accessing specific pages in module content (Fig. 1,
A2). This integration provided a means to verify generative re-
sponses, addressing issues such as chatbot hallucinations: “And
it also provided the link to ensure that at least I can fact check it
myself.” (P30)

Participants appreciated the ability to search through course
materials efficiently, which facilitated faster knowledge retrieval:
“Ten plus PDFs on [LMS], then might not be easy to find what you
want. So in these situations, the LLM really helps a lot. You can get
the answer faster.” (P10)

There was also a strong desire to enhance the AI Tutor’s integra-
tion with the broader learning environment, including interactions
with related courses within the degree program and connections to
additional learning tools such as note-taking platforms: “you know,
if this is connected to the [university LMS] and the modules right
... yeah, it’ll be like immediate feedback.” (P15)

Further suggestions included involving course instructors in the
AI Tutor platform, allowing the AI to mediate student-instructor in-
teractions and thereby enhance contextual information to generate
more relevant responses: “It would help for AI Tutors to provide
constant feedback to the professors over the course of the modules,
as sometimes students may not feel comfortable giving feedback,
especially negative, to the Prof.s (directly).” (P28)

Participants also proposed adding “sensing” technology for real-
time feedback during learning activities. “So as I’m writing the
assignment, you know using C code, ..., then on the side or in the
comments of the C code ... the chatbot or text saying that, hey,

actually I noticed that you wrote this section of code, there might
be a possible bug.” (P42)

Avatar interactions appeared to prompt participants to even
suggest gamification as a means to improve engagement: “Maybe
to have more connection to the bot (AI Tutor). We can have a
leveling system like, grow your bot, grow your character kind of
thing.” (P44)

While these findings may initially appear unrelated to avatar
representations, they surfaced from the data—even when partici-
pants were not specifically prompted—and significantly enhance
our understanding of the interplay between avatar design and the
broader learning environment (Sec. 5.3).

5 Discussion and Recommendations
Based the results, we discuss the key insights and position it in
the context of existing literature in each subsection below. We
also provide actionable recommendations for AI chatbot design in
educational settings.

5.1 Diverse Preferences and Their Implications
The wide variation in participants’ rankings of the three avatar rep-
resentations indicates diverse preferences, with nuances related to
learning habits and activities revealed through the rich qualitative
data (Sec. 4.1). Participants who preferred NOAVATAR were pri-
marily task-oriented, appreciating the distraction-free and efficient
nature of the text-based interface (Sec. 4.1.1). In contrast, those
who favored DEEPFAKE and MASCOT were more engagement-
oriented, valuing the interactive and human-like features of these
avatars (Sec. 4.1.2). These differing preferences may underline the
importance of offering both minimalist and interactive options to
support various learning styles effectively, aligning with work on
general PAs that highlights the benefits of providing different avatar
choices [2] and customization [52].

When considering different learning activities, some participants
felt that the choice of avatar representation mattered, whereas
others did not (Sec. 4.1). This further highlights the complexity of
designing AI Tutor interfaces that can cater to a wide range of user
needs and preferences.

Previous studies have demonstrated value in both text-based [13,
42] and avatar-based interfaces [30] for educational chatbots in
different contexts. The differently perceived values of the three
avatar representations in our study align with these findings, with
new insights in the context of LLM-based AI Tutors. Additionally,
we enhance this understanding by connecting these varied prefer-
ences to specific user types—task-based versus engagement-based
learners.
Recommendations: Provide options for varied avatar represen-
tations, such as text-based, human-like, and non-human animated
avatars, and allow students to personalize their learning environ-
ment. An advanced approach would be to develop customizable
avatars that can adapt to individual learning habits and preferences.

5.2 The Role of Human-like Interaction in
Learning

The perceived human touch in AI Tutor interactions was seen
to impact learning experiences. For participants who value this,
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these avatars’ characteristics (realistic, cute, humorous, etc.) helped
provide participants a sense of relatability and connection, which
they found beneficial for their learning (Sec. 4.4).

A key finding in our study is the significant impact that real-
world relationships have on the perceived credibility of deepfake AI
Tutors, highlighting the crucial role of personal connections in ed-
ucational interactions. While prior research in pedagogical agents
(PAs) indicates that human-like qualities can enhance trust [37], it
remains unclear if this applies to deepfakes with whom users have
existing relationships. Our findings suggest that familiarity with
the lecturer behind the deepfake increases the perceived trustwor-
thiness and capability of the AI Tutor, suggesting valuable opportu-
nities for leveraging deepfake technology in educational settings
where students know the real-world instructors. Some participants
even desired having other tutors represented by deepfake avatars.

Further supporting this perspective, recent research emphasizes
the importance of personalization and communication approaches
in enhancing user engagement and trust. Sun et al.’s [44] inves-
tigation into personalizing LLMs for more engaging experiences
highlights the positive impact of deepfake avatars, aligning with our
findings about enhanced learner experiences with realistic human
replicas. Additionally, Metzger et al. [31] found that authoritative
communicative styles in conversational agents can elicit greater
trust, which complements our observation that deepfake avatars
can produce similar effects but through the perception of authority
rather than actual communication style.

Interestingly, some participants preferred NOAVATAR’s non-
human nature, finding it more suitable for straightforward, task-
oriented interactions (Sec. 4.4). However, even these participants ap-
preciated typing text animations to enhance the interface’s human
touch. This diversity in preferences suggests that while human-like
interactions can enhance engagement, there is also a place for more
utilitarian, text-based interfaces for those who prioritize efficiency.

The avatar design also influenced prompting behavior, with
participants adjusting their questions based on the perceived ca-
pabilities and characteristics of the avatars (Sec. 4.2). For instance,
DEEPFAKE led to more course-related questions, while MASCOT
encouraged creative inquiries. An aspect that surprised us, the
designers of the current AI Tutor, was how even the name (e.g.,
“Mr Empathy”) —something we did not initially consider to have
an effect—influenced prompting behavior. This suggests that the
design and appearance of avatars significantly shape the scope of
interactions, even in the absence of more advanced personalization
features in the LLM, such as providing stylized generated responses
for each mode. It extends prior research on personality in text-
based chatbots [47] and suggests avatar design could interact with
personality-driven systems. Beyond confirming previous research
on stereotypical expectations arising from static PA avatars [46], our
findings extend these insights to modern LLM-based chatbots with
dynamic avatars, highlighting their further influence on prompting
behaviors.

Relationships with the real-world lecturer behind DEEPFAKE
also appeared to mediate prompting behavior, influencing the per-
ceived credibility and trustworthiness of the AI Tutor (Sec. 4.3), and
has the potential to enhance learning outcomes. Prior research on
traditionally animated PAs has shown enhanced learning outcomes
when avatars feature realistic and non-traditional characteristics

in expert roles [3, 22]. Our results may present a contemporary
manifestation of a “realistic non-traditional expert” achieved via
an LLM-driven deepfake. The added positive associations with the
real-world expert (lecturer) could further enhance learning through
the prompting affordances. This relationship between the deepfake
avatar and its real-world counterpart presents unique opportunities
for future research into learning outcomes facilitated by modern
AI Tutors.

It is interesting that DEEPFAKE was not generally perceived
negatively despite the growing ethical and credibility concerns
associated with deepfake technology [5, 9]. The rankings of DEEP-
FAKE were not significantly different from NOAVATAR and MAS-
COT, and there were no reports of negative feelings such as being
deceived or misled by DEEPFAKE. This suggests that perceived
concerns may not be as severe as anticipated, possibly due to the
course context and familiarity with the lecturer. However, broader
ethical implications warrant careful consideration, such as the risk
of trusting misinformation from deepfake avatars associated with
familiar individuals. Although incorporating RAG in our system
alleviates misinformation to an extent, it is important to remain
cautious in educational settings. Furthermore, deepfakes can create
unrealistic expectations of instructors. These nuances highlight the
need for responsible use and governance of such technologies to
maintain trust and integrity in educational environments.

Our findings also suggest that deepfake avatars representing fa-
miliar individuals can evoke humorous thoughts, which contribute
positively to student experiences. This loosely associates with Ceha
et al.’s [11] research, which highlights that affiliative humor in
conversational agents can significantly enhance motivation and
effort. However, our findings primarily involve perceptive humor
relating to familiar associations rather than direct conversational
humor. Humor, whether conversational or perceptive, can act as a
catalyst for positive attitudes, fostering a more welcoming and less
intimidating learning environment. Moreover, in our study, while
the humorous feelings towards deepfake avatars did not negatively
affect the learning experience, it underscores the importance of
understanding the appropriate use of humor in educational tools
to maximize its benefits.
Recommendations: Include the design of avatars that provide
relatable human-like visual and auditory cues that enhance the
interaction without overwhelming the user. Avatars should comple-
ment textual responses with appropriate gestures, expressions, and
contextual information to facilitate better comprehension. Addition-
ally, explore integrating humor in avatar interactions to enhance
engagement and motivation.

5.3 Enhancing Engagement through Integration
and Interaction

Participants consistently highlighted the value of integrating the
AI Tutor with the learning environment, even when not explic-
itly prompted (Sec. 4.5). The Pedagogical Agents-Conditions of Use
Model (PACU) illustrates how a PA’s functions and its learning envi-
ronment are closely linked with avatar design [20]. This framework
allows us to contextualize our findings in relation to the research
question (Sec. 1).
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Features such as direct links to course documents were deemed
crucial for knowledge retrieval and information verification, partic-
ularly in addressing concerns about chatbot hallucinations (Sec. 4.5).
This supports the “information processing” functionwithin PACU [20,
p.46], which can moderate the higher trust placed in deepfake
avatars, thereby potentially alleviating ethical concerns regarding
misinformation and its impact on learning outcomes.

There was a strong desire for enhanced integration of the AI Tu-
tor into the broader educational ecosystem, including real-time feed-
back on assignments and quizzes, connections to related courses,
and compatibility with additional learning tools such as note-taking
platforms (Sec. 4.5).

This integration supports the “monitoring and directing” and
“transfer of information” functions of PACU [20, p.46]. This offers
PA designers insights into tailoring different avatar representations,
such as using an authoritative-looking DEEPFAKE for monitoring
assessments and a neutral-looking MASCOT for guiding students
to related courses.

Prominent avatar interactions led many participants to suggest
adding “sensing” technology and gamification, highlighting the
perceived value for interactive elements to increase motivation and
engagement in learning (Sec. 4.5). This aligns with the “motivation”
function of PACU [20, p.46], indicating how designersmight use fun-
looking MASCOT avatars to create a gameful experience through
visual cues and fun interactions.

Overall, these findings emphasize the importance of designing
AI Tutor avatar representations with consideration for their integra-
tion and interaction within the broader learning environment. This
underscores the pressing need for AI chatbots in modern education
to incorporate robust interfaces and comprehensive knowledge
bases [16].
Recommendations: Enhance relevant avatar representations with
abilities to provide real-time assessment feedback, integrate with
course content, and connect to broader learning management sys-
tems. Additionally explore incorporating gamified elements to en-
hance engagement in sustained chatbot interactions for learning.

6 Conclusion
This study explored the impact of different avatar representations
in AI chatbot tutors on students’ learning experiences within a
university design thinking course. Our findings reveal the nuances
of how diverse avatar representations influence student engage-
ment and learning experiences. While some participants favored a
distraction-free text-based interface, others favored more engaging
interactions facilitated by human-like or animated avatars. The
affordances of different avatar designs also influenced prompting
behavior and the perceived quality of responses, with existing real-
world relationships with the deepfake tutor notably influencing
perceptions. As a learning tool, it was also found that students val-
ued the AI Tutor’s tight integration with the learning environment,
suggesting that interface features such as direct access to course
materials and assignment integration are essential for enhancing
the learning experience.

6.1 Limitations
The study was limited to students from a single course, which
may affect the generalizability of the findings. However, this may
enhance the internal validity of the study for similar contexts. Ad-
ditionally, the smaller-than-anticipated sample size may have im-
pacted the statistical power of the quantitative analysis.

Via the open-ended responses, participants also indicated that
they experienced fatigue due to the lengthy surveys that had to be
completed three times, which could have contributed to the high
attrition rate.

Although this study was eventually able to provide rich qualita-
tive insights into the impact of avatar representations on student
learning experiences, the fatigue issues and small sample size never-
theless limit the ability of the quantitative analysis to substantially
augment the findings. Our findings should hence be interpreted
with the limitations in mind.

6.2 Future Work
A straightforward extension of this study would be expand the
sample size and scope of participants to include a more diverse
range of students across different courses and institutions. This
will enhance the quantitative analysis and provide a more compre-
hensive understanding of the impact of avatar representations on
student learning experiences.

Longitudinal studies investigating longer-term engagement and
learning outcomes with AI tutor avatars will also provide deeper
insights into their effectiveness over time. Moreover, future studies
should explore the cultural sensitivity and inclusivity of avatar
designs to develop more universally effective educational tools.
Investigating the integration of advanced features like real-time
feedback, deeper learning environment integration, and gamified
elements will also contribute to creating more engaging and inter-
active learning experiences.

Overall, this study contributes to the growing body of knowledge
on AI-enabled conversational tools and highlights the importance
of thoughtful interface design in enhancing learning outcomes
with chatbots. By addressing the diverse needs of students through
customizable avatars and integrated learning experiences, AI tutors
have the potential to significantly improve educational practices
and outcomes.
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